Stat 406 – Spring 2020
Homework 1
[bookmark: _GoBack]Due 4pm, Wednesday, 12 Feb, to my mailbox in 1121 Snedecor
Note: You are encouraged to work together on these problems.  Share approaches, share code, share interpretations.  Ask questions (of each other or of me) if something isn’t working.  That sort of discussion benefits all in the group.  But, you must write up your answers individually.   No copying!  And, make sure you understand how to answer each question.  Exam questions will be similar to HW questions, except that you have to work individually.   You do not need to include R code with your answers.  
1) The data file wind.txt contains information about some of the many wind farms in the Midwest.  FID is an ID number for the wind farm.  lat_DD and long_DD are latitude, longitude in decimal degrees.  The datum isn’t specified, but the data are recent so let’s assume it is NAD83.  total_turb contains the number of installed turbines at each wind farm.
R notes: 
1) spIntro.r demonstrates using spDistsN1() to return distances from a set of locations to a point.  The sp package also includes a spDists() function, which returns the matrix of distances between all pairs of points, e.g. spDists(swiss.sp).  Rows and columns are in the same order as the observations in locations data set.  That means the value in the 1st row, 3rd column of the output from spDists is the distance between the 1st row of swiss.sp and the 3rd row of swiss.sp.  The distance matrix is symmetric, so the value in the 1st row, 3rd column is the same as that in the 3rd row, 1st column.

a) Are these data an example of geostatistical data?  Briefly explain why or why not.  If not, what sort of spatial data are they?
b) Why are the latitude values positive and the longitude values negative?
c) Draw a map of the US (or the appropriate part of the Midwest) and overlay the locations of these wind farms.  
e) You would like to express locations using a rectangular coordinate system.  What UTM zone will be the most appropriate to use?  Briefly explain your choice. 
f) Do you have any concerns using UTM coordinates for these data?  Briefly describe your concerns or explain why you have no concerns.
g) Calculate and report the great circle distance between FID’s 33011 and 48278, between FID’s 48278 and 47308, and between FID’s 25090 and 25853.  Make sure to include units.
h) Calculate and report the Euclidean distance based on UTM coordinates between the 3 pairs of locations in question 1g.  Make sure to include units.
i) Compare the great circle and Euclidean distances computed in questions g and h.  Which pair of locations have the most similar distances?  Which pair of locations have the least similar distances?  Briefly explain why you should (or should not) expect what you found.
j) You go out with a GPS unit to locate a wind farm.  Remember that all GPS units report longlat coordinates using the WGS84 datum.  You find the location reported by the GPS is not the same as that given in the data base.  Does this mean there is an error in the data base, or is there another possible explanation?  Briefly explain your choice.

2) The following problem explores (and hopefully reinforces) ideas about estimators and their properties.  When a residual plot (Y=residual, X=predicted value) shows a trumpet shape, i.e. the variance is not constant but increases with the mean, data are often log transformed.  Statistically, we assume that Y ~ lognormal( µ, σ2 ), i.e. log Y ~ N( µ, σ2 ).  You have collected a simple random sample of 50 observations and want to estimate the population mean.  This problem explores different ways to do that.  We will assume that the population is Y ~ lognormal( 2, 1.21).  In other words the population mean of log Y = 2 and the population sd of log Y = 1.1 (so the variance = 1.12 = 1.21).  The population mean of Y, i.e. E Y, = 13.53.  The population median of Y = 7.39.
In R, the code to generate 50 observations from that distribution is Y <- rlnorm(50, 2, 1.1)   
The arguments are the number of observations, the population mean of log values, and the population sd, again of log values.

Estimator #1 is the sample average: In R, that is mean(Y) 
Estimator #2 is based on the mean and variance of log transformed values: 
lY <- log(Y); mlog <- mean(lY); vlog <- var(lY); exp( mlog + vlog/2 – vlog/50 )

FYI: in case you care, the mean of Y ~ logN(µ, σ2 ) = exp(µ + σ2/2 ).  That’s the first two parts of exp( mlog + vlog/2 – vlog/50 ).  The last bit,   -σ2/50 is an empirical adjustment for the uncertainty in the sample average (se = σ2/50).  You don’t have to care about the explanation, all I want you to do is use this formula as a 2nd estimator of the population mean.

Estimator #3 is just a back transformation of the log transformed values.  In R: exp( mlog )
where mlog is computed for estimator #2

Estimator #4 is the sample median: In R, that is median(Y)

Write R code to generate at least 2000 samples (each of 50 observations), then compute and store the four estimates from each sample.  More samples, e.g. 10000 instead of 2000, are always better, but what is practical depends on your code, your patience, and perhaps memory limitations.  Use summary statistics (e.g., average, sd, var) for each estimator to answer the following questions.

Note: You are allowed to work with a friend/friends and share code.  If you do, please run that code individually so each of you has a different sample.

R Notes: Example code to draw samples and compute summary statistics is in simsample.r.  Remember, this is for a different problem, so you will need to modify that code.  
a) Which of the four estimators are unbiased, or nearly unbiased estimators of the population mean?  Nearly is an average within 0.3 of the true population mean.  Support your answer with appropriate numbers.

b) Back transforming the log mean, i.e. using estimator #3, is very commonly done.  Based on your results, is it more appropriate to consider this an estimator of the population mean or the population median?  Support your answer with appropriate numbers.

c) Which is more precise, estimator #1 or estimator #2?  Support your answer with appropriate numbers.

d) Which is more precise, estimator #3 or estimator #4?  Support your answer with appropriate numbers.

e) Does it make sense to compare the precision of estimators #2 and #3?  Briefly explain why or why not.

3) The data in IArainfall.xlsx are the average annual rainfall (1981-2010) for various towns in Iowa, along with their latitude and longitude in decimal degrees.  The data in IAborder.csv are the coordinates of the Iowa border.    
R Notes: 
1) The code in prediction1.r provides examples of the new operations here (how to create grids, extract grid locations within a polygon, and predict using polynomial trend models and smoothing splines.  

2) The over() function, used to extract grid locations inside the Iowa border, does many different things.  Exactly what it does depends on the types of spatial objects provided to it.  In general, it tries to guess what you most want.  The code in prediction1.r includes the line: 
over(swiss.sppoly, swiss.grid, returnList=T)
When swiss.grid is SpatialPixels (no attached data), the result is a vector of indices that you can use to extract the grid points inside the specified polygon(s).  That’s what we want (at least for the next few steps in the code).
When swiss.grid is SpatialPixelsDataFrame (with one or more columns of data), the result is a data frame with the data values for the grid rows inside the specified polygon(s).  Very useful when you want to summarize information for each polygon.  Not useful when you need to extract the appropriate grid points.  
Advice: make sure you extract the grid before adding any additional information to that grid.
a) Read the IArainfall.xlsx data, convert locations to UTM in the appropriate zone.  Draw a colored dot plot of the rainfall, with axes.  Your answer is the plot.
R notes: The read_excel() function creates a tibble, a generalization of a data frame.  Unfortunately, the sp functions don’t understand tibbles.  Remember to convert the tibble back to a data frame, e.g., by as.data.frame().   
I thought I had provided code to read .xlsx files directly, but I’m not finding that example code.  (I’m working quickly because it is late and I want to get this posted).  To read .xlsx files:
library(readxl)
rain0 <- read_excel(‘IArainfall.xlsx)    # creates a tibble
rain <- as.data.frame(rain)      # converts the tibble back to a data frame
If this doesn’t work for you, read the .xlsx file into Excel and save it as a .csv file, then use read.csv(), which creates a data frame.  Tibbles are part of the tidyverse, a set of libraries and functions that simplify (most of the time, but not now) data manipulations.

b) Read the IAborder data, convert it to UTM in the appropriate zone.  Convert those data to a SpatialPolygons object.  Plot the border.  Your answer is the plot.
c) Extract the bounding box for the Iowa border.  Create a grid of UTM locations that includes all of IA.  Use a 10km = 10000m grid spacing and remember to specify gridded.  Plot the “Iowa grid”.  Your answer is the plot.
Note: If you can’t do parts a-c, contact me and I will send you the appropriate pieces so you can do subsequent parts.
Note: For subsequent parts, you will need to specify variable names.  Check the names in the UTM sp objects (they probably are still Latitude and Longitude).
d) Fit a quadratic trend model to predict Inches of rainfall on the “Iowa grid”.  Plot those predictions.  Your answer is the plot.   Make sure your plot only includes locations in Iowa (or at least within the IA grid).
e) Fit a two-dimensional spline, i.e. s( Xvar, Yvar), to predict Inches of rainfall on the “Iowa grid”.  Plot those predictions.  Your answer is the plot.
f) Look at the summary of the fitted 2D spline.  Is this model less complicated, as complicated, or more complicated than the quadratic trend model?  Support your answer with appropriate numbers.
Notes: complexity of a model can be summarized by the degrees of freedom (or effective degrees of freedom for a spline).  The effective degrees of freedom for a spline component is given by the edf value in the summary() output.
Note to a note: the Ref df in the summary() output are a different quantity related to the error df.  In non-spline models, error df = N – model df.  Not so in spline models.  Long, complicated explanation that I can dig up if you care.
g) Which of the two models (quadratic trend, part d and 2D spline, part e) has the smaller root Mean Squared Error? Support your answer with appropriate numbers.
Notes: This information is in the output of summary() applied to each model, although you have to use lm() to fit the quadratic trend model.  It is called “Residual standard error” by summary(lm model); this is the root MSE.  The MSE (i.e. root MSE squared, so a variance) is called “Scale est.” by summary(gam model).  To get the spline root MSE, you need sqrt( that number).  
h) If you rescaled the coordinates (for both the data file and border) to km instead of m, and refit the quadratic trend model using km coordinate values, would you expect to get the same map of predicted Inches rainfall?  (Other than the axis labels, of course).  Briefly explain why or why not.
Note: FYI, the spline model will behave in the same way.
i) If you fit the quadratic trend model using Longitude, Latitude coordinates, would you expect to get the same map of predicted Inches rainfall?  (Other than the axis labels, of course).  Briefly explain why or why not.

4) Continuing with the Iowa rainfall data.  You want to assess the quality of your rainfall predictions by choosing a set of new locations randomly sampled from within the Iowa boundary.  
a) Draw a random sample of 100 locations in Iowa.  Plot those locations on the Iowa map.  Your answer is the plot.
Notes: Remember you should already have a SpatialPolygons object with the Iowa border.  Use this in spsample().
b) Draw a random start hexagonal grid sample of 100 locations in Iowa.  Plot those locations on the Iowa map.  Your answer is the plot.
c) Draw a cluster sample of approximately 100 locations in Iowa organized into 4 clusters.  Plot those locations on the Iowa map.  Your answer is the plot.
d) Rainfall predictions can be assessed using computer databases, so all three sampling designs are equally practical.  If you were predicting something that has to be measured in the field, e.g. soil organic carbon, there is a serious disadvantage to the random and hexagonal sampling designs.  The cluster design is much more practical than the other two.  What is that disadvantage? 
e) All three sampling designs give you unbiased estimates of the mean rainfall in the state.  Based on what you know from lecture and some common sense, which design will give you the most precise estimate of that state mean rainfall?  Which will give you the least precise estimate?  Briefly explain your choices.
Note: You could answer this by hooking together three things: drawing a sample, using a model (e.g. the spline trend surface) to predict rainfall at each sample location, then applying question 2 / simsample.r ideas to summarize multiple samples.  I don’t want you to implement this (although I did consider asking it as a question).  Just trust lecture information on related problems and your common sense.




